Prof. dr hab. inz. Jacek Ruminski, Gdansk, 10.12.2024 r.
Katedra Inzynierii Biomedycznej

Wydziat Elektroniki, Telekomunikacji i Informatyki

Politechnika Gdarska

Recenzja

pracy doktorskiej mgr. inz. tukasza Lepaka
pt. , Task Automation Using Artificial Intelligence Methods”.

Promotor: dr hab. inz. Pawet Wawrzyriski

Recenzja zostata przygotowana w odpowiedzi na pismo Rady Dyscypliny Informatyka
Techniczna i Telekomunikacja, Politechniki Warszawskiej (z dnia 25 paZdziernika 2024 r.) z
informacjg, ze na podstawie uchwaty Rady nr 739/2024 (podpisane] przez Przewodniczgcego
Rady, prof. dr. hab. inz. Jarostawa Arabasa) zostatem wyznaczony jako recenzent rozprawy
doktorskiej Pana mgr. inz. tukasza Lepaka.

1. Tematyka, cele i tezy rozprawy

Tematyka pracy dotyczy szeroko rozumianej automatyzacji zadan z wykorzystaniem
sztucznej inteligencji. W szczegdlnosci zwigzana jest z rozwigzywaniem bardzo réznych
probleméw w obszarze Al, ktére moga by¢ zastosowane: w handlu energig elektryczng,
detekcji stéw kluczowych w nagraniach audio, symultanicznym ttumaczeniu maszynowym
oraz dostrajaniu wartosci hiperparametréw w trakcie procesu uczenia.

Czescig rozprawy jest seria pieciu artykutéw. Catos¢ jest napisana w jezyku angielskim,
dlatego cytowane fragmenty w niniejszej recenzji beda przytaczane w oryginale.

Doktorant sformufowat piec hipotez:

H1: ,Utilizing information relevant to the day-ahead energy market trading process to
automate bid creation increases the trading agent’s profits and allows the strategy to be used
in real-life scenarios.”

H2: ,Finding keywords in call center recordings in a low-resource language is possible using
audio similarity matching models.”



H3: , The short- and long-term influence of the learning algorithm’s hyperparameters on
the training process can be used to optimize these hyperparameters on the fly without prior
knowledge of the solved problem, thus improving the learning performance.”

H4: ,The translation delay in a simultaneous machine translation can be automatically
controlled while maintaining high translation quality for sequences of arbitrary length.”

H5: ,Deep, arbitrary transformation of states in a recurrent neural network allows to
achieve results comparable with state-of-the-art methods while mitigating training problems
and being memory-efficient.”

Hipotezy sa interesujace i wskazujg ogdlne problemy badawcze. Szkoda, Ze nie zostaty
uszczegétowione (m.in. poprzez precyzyjnie okreslone zafoienia), poniewaz tak
sformufowane moge by¢ oczywiste w Swietle aktualnego stanu wiedzy. Przyktadowo
postawione w H2 stwierdzenie, ze co$ jest mozliwe, jest hipotetycznie zawsze realizowalne w
$wietle stanu wiedzy i w przedstawionym kontekscie (nie jest uszczegétowiona np. czutosc czy
precyzja).

2. Zawarto$¢ rozprawy

Rozprawa napisana jest w jezyku angielskim i sktada sig z dziewieciu rozdziatéw, spisu
literatury oraz zatacznikdw, sposréd ktdrych kluczowym jest zbidr pieciu publikacji.

W rozdziale pierwszym Autor wprowadza do tematyki rozprawy oraz przedstawia i
krétko komentuje hipotezy badawcze.

Rozdziat drugi prezentuje wybrane i podstawowe aspekty teoretyczne dotyczace
uczenia ze wzmocnieniem i sztucznych sieci neuronowych.

Kazdy z rozdziatéw 3-7 zawiera krétki opis aspektéw badawczych i wynikow
zwigzanych z powigzanymi piecioma artykutami, zwigzanymi z tematyka: 1) automatyzacjg
handlu energia z jednodniowg prognoza wyprzedzajaca, 2) detekcji polskich stéw w zapisach
audio, 3) strojenia hiperparametréw w trakcie uczenia, 4) symultanicznego ttumaczenia
maszynowego oraz 5) gfebokiej transformacji stanéw w sieciach rekurencyjnych.

Rozdziat dsmy przedstawia podsumowanie rozprawy, a ostatni rozdziat dziewiaty
zawiera opis innych osiggnieé¢ Doktoranta (wystapienia konferencyjna, projekty).

Autor cytuje 79 pozycji literatury. Wigkszo$¢ cytowanych prac, to recenzowane
publikacje w czasopismach lub materiatach konferencyjnych. Wykaz zawiera jedynie 7 pozycji,
w tym jeden raport techniczny z ostatnich trzech lat (2022-2024).

Prezentujac wiasne osiggniecia Autor wskazuje m.in. na publikacje w materiatach
konferencyjnych 2023 International Joint Conference on Neural Networks (IJCNN),
przedstawiajac punktacje Ministerstwa jako 140 punktéw. Taka punktacja widnieje w wykazie
publikacji w Politechnice Warszawskiej. Zgodnie z komunikatem Ministra Edukacji i Nauki z
dnia 03 listopada 2023 r. ,,0 zmianie i sprostowaniu komunikatu w sprawie wykazu czasopism
naukowych i recenzowanych materiatéw z konferencji miedzynarodowych”, w zatgczonym
wykazie dla materiatéw konferencji IEEE International Joint Conference on Neural Networks
[IJCNN] przypisano 70 punktéw. Ta sama punktacja byta w we weczesniejszym wykazie z 2023
roku. Wymaga to wyjasnienia (moze byly jeszcze inne korekty, o ktérych nie jestem swiadom).
Nie jest to istotne dla oceny tresci merytorycznych rozprawy, ale stanowi uwage porzadkowa.



3. Oryginalne osiggniecia

W pracy podjeto réznorodne problemy naukowe z zakresu sztucznej inteligencji. Do
szczegdlnych, oryginalnych osiggniec zaliczam:

- 01: Opracowanie i weryfikacja zautomatyzowanej strategii dla metody uczenia ze
wzmochnieniem mozliwej (w pewnym zakresie) do wykorzystania w handlu energig na
Rynku Dnia Nastepnego (z jednodniowa prognoza wyprzedzajaca), w ktdrej informacje
dostepne dla agenta s3 przetwarzane w krzywe popytu i podazy z wykorzystaniem
zbioréw ofert o zmiennym rozmiarze, umozliwiajac w ten sposéb agentowi racjonalne
zachowanie.

- 02: Wykazanie, ze detekcja stéow kluczowych w jezyku polskim w niskiej jakosci
zapisach audio jest cze$ciowo mozliwa z zastosowaniem reprezentacji generowanych
na bazie modeli przetrenowanych na zbiorze w jezyku angielskim, szczegdlnie w
przypadku zastosowania zaproponowanej metody post-processingu. Warte
podkreélenia sg bardzo ciekawe eksperymenty oraz udziat Doktoranta w
przygotowaniu zbioru danych.

- 03: Udziat w opracowaniu algorytmu ,Autonomous Stochastic Descent with
Momentum v2 (ASDM2)” w wersjach bazujgcych na z normalizacja (ASDM2/n, na bazie
metody ADAM) i bez normalizacji gradientu (ASDM2/b, na bazie techniki momentum),
a takze udziat w stosownej weryfikacji algorytmow.

Ponadto pozytywnie oceniam inne formy osiggnie¢ zwigzanych z rozwigzywanymi
problemami badawczymi:

- 11: Rozwdj i testowanie agenta RLST (Reinforcement Learning for on-line Sequence
Transformation), zaprojektowanego do transformacji sekwencji o dowolnej dtugosci. W
szczegblnosci uzyskanie lepszych wynikéw dla proponowanego rozwigzania wzgledem metod
referencyjnych dla dtuzszych sekwencji (> 22 stéw, Tatoeba), co opisano w publikacji P4.

- 12: Eksperymentalna weryfikacja modutu DMU (Deep Memory Update), poprzez
opracowanie modeli referencyjnych i przeprowadzenie testow opisanych w publikacji P5.

Wyzej wymienione osiagniecia (11i12) nie zostaty przeze mnie wigczone do grupy szczegdlnych
i oryginalnych osiggnie¢ doktoranta, poniewaz nie znalaztem wystarczajacych dowodoéw w
przedstawionej dokumentacji w zakresie oryginalnego wkfadu Doktoranta w autorstwo
proponowanych rozwigzan. W przedstawionej dokumentacji widnieje jedynie:

P4: ,The PhD candidate assisted in developing, testing, and analyzing the proposed
system, reviewed the literature, prepared the manuscript, and presented the
method at the conference.”

P5: ,The PhD candidate developed models to which the proposed solution was
compared, and conducted part of the experiments.”

Powyisze osiggniecia mieszczg sie w obszarze dyscypliny informatyka techniczna i
telekomunikacja i wskazujg umiejetnos¢ samodzielnego prowadzenia pracy naukowej przez
Doktoranta. Ponadto, opisane osiggniecia na tle stanu wiedzy demonstruja, Zze rozprawa
doktorska stanowi oryginalne rozwigzanie problemu naukowego.



4. Ocena szczeg6towa i pytania

Przedstawiona do oceny rozprawa doktorska bazuje na pigciu publikacjach. 53 one zwigzane
z dyscypling informatyka techniczna i telekomunikacja i dotyczg aspektow sztucznej
inteligencji. Niemniej s3 bardzo réznorodne tematycznie, o niejednorodnym wktadzie
Doktoranta, wptywajac na spéjnoéé¢ rozprawy. Kaidy z przedstawionych probleméw
badawczych jest ciekawy, aczkolwiek réznorodny pod wzgledem stosowanych metod i
zastosowan.

Przedstawiona dokumentacja w rozprawie doktorskiej pozwala mi przede wszystkim skupi¢
sie na hipotezach H1, H2 i H3 jako tych, ktérych podjecie bezposrednio zwigzane jest z
wykazaniem umiejetnosci Doktoranta w zakresie samodzielnego prowadzenia pracy
naukowej.

Praca badawcza zwiazana z H1 jest bardzo szeroko udokumentowana zaréwno w artykule jak
i obszernym zataczniku. Doktorant jest gtéwnym autorem pracy, a opis wkiadu
merytorycznego nie pozostawia watpliwosci o jego zasadniczym udziale w prowadzenia tej
pracy naukowej. Autor ciekawie rozwazyt funkcje opisujaca dziatanie agenta (wzér (10),
publikacja P1), uwzgledniajaca reprezentacje sieci neuronowej (g* i g?) dla okre$lonych stanéw
analizujac zmienne kontrolowane i niekontrolowane. W eksperymentach wykorzystat
dostepne repozytorium Stable Baselines3. Zaproponowang strategie zbadat w odniesieniu do
innych, potencjalnie prostszych: strategii arbitralnej, bazujacej wiedzy dotyczacej historycznie
najlepszych godzin w zakresie zakupu i sprzedazy energii oraz strategii godzinowej, w ramach
ktérej w kazdej godzinie sktadane s oferty zakupu i sprzedazy.

Kluczowym wktadem autora jest opracowana strategia i zaprojektowanie oraz
przeprowadzenie stosownych eksperymentéw. Mam jednak klika uwag i pytai zwigzanych
zaréwno ze strategig jak i eksperymentami.

Po pierwsze, Doktorant porédwnat wyniki zaproponowanej przez siebie strategii gtéwnie do
dwdch innych strategii, réwniez zdefiniowanych przez Autora rozprawy. Szkoda, ze nie odniost
sie do innych metod proponowanych z literatury. Szkoda réwniez, ze Doktorant nie
przedstawit wynikéw weryfikacji strategii najpierw na takich danych, na ktérych mozna bytoby
poréwnaé znaczenie opracowanej metody z innymi, znanymi ze stanu wiedzy (a dopiero
poiniej pokazaé dla danych krajowych, jako przypadku szczegdlnego).

Sformutowana strategia bazuje na prostej polityce zaktadajacej, ze dziatanie w chwili t jest
okreélane bezposrednio przez wyjscie sieci neuronowej (wzdr 10) dla okreslonego stanus. W
zwigzku z tym mam pytania:

P1. Jak dobdr parametréw sieci neuronowej wptywat na uzyskiwane wyniki (np., dlaczego 300
neuronow)?
P2. Jaki wptyw na uzyskiwane wyniki miato dodanie szumu? Dlaczego jest to szum gaussowski?

Zaktadam, ze propozycja okreslonej strategii ma mie¢ charakter uniwersalny (przy okreslonych
zatozeniach) i sprawdzaé sie nie tylko na danych historycznych (wdwczas jest to jedynie
wartos$é poznawcza), ale réwniez w przysztosci. Dlatego, mam kolejne pytanie:



P3. Czy doktorant sprawdzat, jakie wyniki uzyska z zastosowaniem zaproponowanego
podejscia dla nowszych danych, tj. po 2019 roku? Warto zauwazy¢, ze od 2020 roku $rednio,
wartos¢ maksymalna ceny energii w Polsce byfa notowana w okolicach godziny 19.00, nie
10.00.

Ponadto, nie jest dla mnie jasne, czy Doktorant rozwazat wptyw innych agentéw, biorgcych
udziat w aukcjach. Wydaje sie to bardzo waine.

Wyniki umieszczone w tabeli 7 zatgcznika do publikacji P1 wskazuja, ze kluczowy jest dobor
algorytmoéw RL na uzyskiwane wyniki. Stad kolejne pytanie:

P4: Czy Doktorant przeprowadzat eksperymenty, wskazujgce, czy wazniejszy jest dobér
strategii czy algorytmu RL?

Doktorant przyjmuje na wejsciu 117 obserwacji, z czego 72 wartosci zwigzane s3 ze stanem
pogody. Stad pojawia sie pytanie:

P5. Czy Doktorant zbadat wptyw parametréw pogody na uzyskiwane wyniki?
Ponadto mam nastepujace pytanie:

P6: Czy inne zmienne ekstremalne (np. wojna, katastrofy) moga by¢ uwzglednione w
niepewnosci okreslonej przez zaproponowang strategie lub co trzeba bytoby zrobi¢, aby to
uwzglednié? '

Hipoteza H1 jest zdefiniowana bardzo ogdlnie i dla takiej jej postaci Doktorant dostarczyt
argumentdw za jej potwierdzeniem.

Kolejna praca, zwigzana z hipoteza H2, skupia sie na wykorzystaniu dwoéch modeli sieci
neuronowych do uczenia reprezentacji danych w celu detekcji stéw kluczowych w niskiej
jakosci zapisach audio wraz z ich weryfikacjg na zbiorach danych w jezyku angielskim i polskim.
Wytrenowany model dla zbioru jezyka angielskiego osigga gorsze wyniki niz wiekszo$¢ modeli
znanych z literatury (tabela 3, publikacja P2). Autorzy w artykule stwierdzili, ze ,, (...) we
deemed the differences not significant enough to warrant the trade-off these models introduce
in terms of complexity and training time.”. Nie moge sie jednak zgodzi¢ z tym wnioskiem, przy
braku odpowiednio szczegétowych zatozen w zakresie pracy badawczej zwigzanej z P2 i
hipotezg H2. Niemniej model ten jest wykorzystywany jako baza w szeregu kolejnych
eksperymentéw i dlatego moge przyja¢, ze sam w sobie stanowi zafozenie kolejnych
eksperymentéw.

W dalszych eksperymentach Doktorant przeprowadza ocene detekcji stéw kluczowych dla
jezyka angielskiego i polskiego. Sa to bardzo interesujgce analizy. Szczegdlnie ciekawe s3
analizy przekrojowe, tj. w sytuacji, gdy model byt trenowany na mieszanych zbiorach danych.
W przypadku eksperymentéw dla pojedynczego jezyka wyraznie widac réznice jakosci detekcji
stow kluczowych pomiedzy jezykiem polskim, a angielskim. Dla stéw kluczowych w jezyku
polskim, z wykorzystaniem syntetycznego zbioru (KWpLmix) warto$¢ F-score jest ponad
czterokrotnie nizsza niz dla eksperymentéw ze zbiorem z jezyka angielskiego (F-score= 0,22



vs. 0,94 w tabeli 4, P2). Dla rzeczywistego zbioru ewaluacyjnego (KWeyreal) Nnajlepsza wartosé
F-score=0,02. To oczywiscie nieakceptowalne wyniki. W $wietle oceny pracy Doktoranta
pojawiaja sie nastepujgce pytania:

P7. Prosze o wyjasnienie, dlaczego w opisach eksperymentéw i tabelach widnieje notacja
wskazujaca na 22 stowa kluczowe (np. tabela 5: ,3: Evaluation is performed on Polish mixtures
(KWPL,mix) and real recordings (KWPL,real) with 22 keywords.”), podczas gdy w tekscie
czytamy: , The dataset contains ten examples for each of the 22 target keywords, although
only 19 keywords are actually present in the evaluation recordings.”?

P8. Jaka miare F-score zastosowano w pracy?

Klasyczna definicja to F-score = 2* (precision * recall)/(precision + recall), podczas gdy w pracy
P2 jawnie wskazano, ze ,The F-score is defined as F= precision + recall/2 , (..)"? Taka
niestandardowa definicja powoduje, ze niska wartos¢ F-score wskazuje na jeszcze mniejszg
jakosé, niz w przypadku klasycznej definicji. Uwazam, ze taki dobor miary F-score nie jest
wiasciwy. Co wiecej, w tabeli 7 (P2) Autor wskazat wartosci ,,micro” dla precyzji i czutosci jako
np. 0,4% i 18,5% i powigzana warto$¢ F-score: 0,01. Nie wiem jak ta wartosc (i inne z tabeli 7)
zostaly wyliczone. Klasyczna interpretacja trybu ,micro” oznacza uzyskanie wartosci
globalnych precyzji i czutoéci. Zatem F-score liczone wedtug wzoru z P2 powinno wynosic:
(0,004+0,185)/2=0,189/2=0,0945; natomiast liczone wedtug klasycznej definicji F-score=
2*(0,004*0,185)/(0,004+0,185)=0,00148/0,189=0,00783. Prosze o0 wyjaénienie jak
wyznaczono wartos$¢ F-score.

Przeprowadzone eksperymenty w trybie mieszanym wskazuja, ze np. model (Siamese)
wytrenowany na zbiorze w jezyku angielskim daje lepsze wyniki ewaluacji na zbiorze w jezyku
polskim, niz ten samo model wytrenowany albo na zbiorze z jezykiem polskim, albo na
potaczonych zbiorach w obu jezykach. Jest to bardzo zastanawiajace. We wszystkich
przypadkach wskazywane wartosci F-score s3 bardzo niskie. Najlepsze wyniki uzyskano, gdy
zastosowano przetrenowany model Google (pozycja [6] literatury w P2) do generacji
reprezentacji danych, wykorzystanych w detekcji polskich stéw kluczowych (KWeymix).
Uzyskana warto$¢ F-score to 0,69. Stad pojawia sig kolejne pytanie do Doktoranta:

P9. Czy wyniki uzyskane dla przetrenowanego modelu Google (tabela 6, praca P2), wskazujg,
ze wczeéniej rozwazane modele sg bezuzyteczne? Czy nie nalezato najpierw przeprowadzic
eksperymentu z dostepnymi modelami ze stanu wiedzy, a dopiero potem podejmowac
decyzje o ewentualnym projektowaniu/wyborze modelu bazowego do generacji
reprezentacji?

Podsumowujgc, wyniki przeprowadzonych eksperymentéw pokazane w publikacji P2,
pozwalajg w pewnym sensie potwierdzi¢ hipoteze H2: ,Finding keywords in call center
recordings in a low-resource language is possible using audio similarity matching models”. Jest
to jednak mozliwe tylko dlatego, ze hipoteza zostata zdefiniowana zbyt nieprecyzyjnie i jest
wiasciwie, w zakresie stanu wiedzy, oczywista.

Trzecia hipoteza podjeta zostata w publikacji P3. Doktorant jest trzecim autorem tej pracy, ale
w rozprawie wskazat swdj udziat jako: ,developed, tested, and analyzed different versions of



the proposed algorithm”. Na tej podstawie zaktadam, ze réwniez poprzez adresowanie H3 w
P3 Doktorant zdobywat kompetencje do formutowania probleméw badawczych, stawiania
hipotez, dobierania i stosowania wtasciwej metodologii a takze analizowania wynikéw
prowadzonych badan. Zaproponowany algorytm (i jego wersje) sa rozwinieciem pracy
promotora z 2017 roku (na co jawnie wskazano w rozprawie), w ktérym optymalizowane s3
wartoéci wag algorytmoéw bazowych typu ADAM i SGD z technikg momentum. Wprowadzone
modyfikacje sa interesujace i wykazano eksperymentalnie ich przydatnos¢, co oceniam
pozytywnie. Mam jednak dwa pytania:

P10: Czy poczgtkowa wartosé kroku B (krok 3 algorytmu) moze by¢ rzeczywiscie dowolna i jak
wptywa na przebieg optymalizacji?

P11: W algorytmie ADAM, momentum definiowane jest jako: m; = fym;_q + (1 — 1) g, lub
po uwzglednieniu wspétczynnika szybkosci uczenia (kroku): @ - m; = (af)m;_; + (a(1 —
B1))g:. Biorac pod uwage notacje w rownaniu 2 w publikacji P3 oraz przebieg proponowanego
algorytmu, czy w przeprowadzonych eksperymentach obserwowana byta relacja pomiedzy A;i

Be?

Powyisze uwagi i pytania wskazujg pewne problemy dotyczace wybranych aspektéow
rozprawy. Bede wdzieczny za ustosunkowanie sie do nich w przypadku publicznej obrony.

5. Konkluzja recenzji

Podsumowujac, stwierdzam, e przedstawione w rozprawie hipotezy zostaty
zweryfikowane w stopniu, aby stwierdzié¢, Ze powigzane problemy badawcze zostaty
rozwigzane, przynajmniej na podstawowym poziomie. Metody badawcze zostaty w wigkszosci
wiasciwie dobrane i zastosowane, a eksperymenty interesujaco przeprowadzone.

Biorgc pod uwage przedstawione wyzej analizy i uzasadnienia stwierdzam, ze rozprawa
doktorska prezentuje ogélng wiedze teoretyczng Doktoranta w dyscyplinie informatyka
techniczna i telekomunikacja. Doktorant wykazuje umiejetno$é¢ samodzielnego prowadzenia
pracy naukowej a rozprawa doktorska zawiera oryginalne rozwigzanie problemu naukowego.

Dlatego stwierdzam, Ze rozprawa mgr. inz. tukasza Lepaka spetnia wymagania
sformutowane w Ustawie z dnia 20 lipca 2018 roku — Prawo o szkolnictwie wyzszym i nauce,
Dz. U. 2018, poz. 1668, z pdzniejszymi zmianami. Wnioskuje do Rady Dyscypliny Informatyka
Techniczna i Telekomunikacja Politechniki Warszawskiej o dopuszczenie mgr. inz. tukasza
Lepaka do dalszych etapéw postepowania w sprawie nadania stopnia naukowego doktora.
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